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Text data from user in-app communication
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Welcome, User!

Get started with a program L =

What's new?




User churn, big impact on revenue

Active Churned

Subscribers

Note: data are not disclosed due to the confidentiality reasons.



Use text data to predict user churn
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Use text data to predict user churn
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Text meta: 85% accuracy on churn prediction

Meta
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stay churn
Predict

Accuracy: 85.2%
Precision: 76.9%
Recall: 66.7%

Stratified, 5 folds CV



Sentiment analysis by NLP

- VADER -
e Off-the-shelf BERT G."-j;ngﬁe
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Sentiment analysis by NLP

« ADER -
« Off-theshelfBErT g
| wonder why we torture you guys so badly .25
VADER: -0.8356
Q)ff—the—shelf BERT: negative 97% J

11



Overview of user texts
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Overview of user texts

 Similar high frequency keywords

* Positive & Supportive
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Overview of user texts

 Similar high frequency keywords
* Positive & Supportive

“Plug-and-play” not working
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Fine-tuned BERT for sentiment analysis
BERT fine-tuned
Tone (positivity)

Content (objectivity)
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Fine-tuned BERT for sentiment analysis

Positive

BERT fine-tuned

e (Content score:

Tone (positivity)
* Content score:

Content (objectivity)
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Fine-tuned BERT for sentiment analysis

BERT fine-tuned

Tone (positivity)

Content (objectivity)
* rich, partial, none

Positive

e Content score: 0 (none)
on your first 10 miles!”
 Content score: 0.5 (partial)

on your first 10 miles!
I had my first 10 miles this week too. It was BRUTAL
cuz | had to do it in the full sun at the hottest part
of the day. But | think it was REALLY good for me!”
e Content score: 1 (rich)
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Meta + Sentiment: 89% accuracy (Meta: 85%)

Meta + Sentiment

stay

0.95 0.051 |0.75

-0.50
0.27 0.73 -0.25

Actual

churn

stay churn
Predict

Accuracy: 88.9%
Precision: 84.6%
Recall: 73.3%

Stratified, 5 folds CV
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Top features, 4 weeks before churn

Feature Importance

Churn

tone score (before week 4)

total characters (before week 4)
max characters (before week 4)
content score (before week 4)
max tone (before week 4)
likes received (before week 4) I
number of texts (before week 4) S -2 wee kS
max likes (before week 4) I
max content (before week 4) N
week3_content
week3_content_max NG
week3_characters NG
week3_characters_max [INNEG__
week4 characters_max NN
before_week4_texts_max NN -4 weeks
week4_texts [N
week4 characters [N
week4 tone_max N

-1 week

week1_likes |
week1_likes_max |
3days_likes | More than 4 weeks ago
week1_content |
3days_tone_max |

week2_likes |
week2_content_max | Subscription

3days_characters_max |
3days_tone

0.00 0.02 0.04 0.06 0.08 0.10
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Meta and sentiment features, comparable

Feature Importance

tone score (before week 4)
total characters (before week 4) -
max characters (before week 4) s

content score (before week 4) I
max tone (before week 4) I

likes received (before week 4)

number of texts (before week 4) IS
max likes (before week 4) I
max content (before week 4) IS

Sentiment features
Text meta features
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Strong correlation

Meta features
Sentiment features

texts

likes

characters

content

0.93

L
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Strong correlation

Meta features
Sentiment features

Before Week 4
0.87 to 0.99

texts

likes

L
(@] —_—
o o

characters

content
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Strong correlation

Meta features
Sentiment features
e Why?

texts

likes
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Strong correlation

Meta features
Sentiment features
e Why?

Text quality: similar

texts

likes

characters

content
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Strong correlation

Meta features
Sentiment features
e Why?

Text quality: similar

texts

likes

Sentiment score: text quantity characters

content

0.98

0.93

Before Week 4
0.87 to 0.99

S ——

-
o

O
o

-0.0
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Text meta can predict user churn

ROC Curves (receiver operating characteristic)

Text data 1.0 s
 AUC = 0.86 (meta + sentiment)

O]
< 0.8
e
- AUC = 0.87 (meta) 5 0 /
e comparable ‘§ T
D_ .
()
= 0.2 Meta+Sentiment (AUC = 0.86)
0.0 —— Meta (AUC = 0.87)

0.0 0.2 04 0.6 0.8 1.0
False Positive Rate
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Text meta can predict user churn

Text meta good enough

* save time 50% (NLR1abeling, transfertearning)

* easy to scale up

AN

29



Deliverable

Time to act

* 4 weeks before user churn

e take actions:
e.g. targeted survey, in-app perks, coach match-up, etc.

00— 00,

¥

- e—



Deliverable

.
Evaluate T

* which strategy works the best:
e.g. 1 coaching session vs 1 month membership

* multi-armed bandit testing on high-risk users (e.g. top 20%)




Takeaways

Text meta
* good enough for churn prediction, save time @
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Takeaways

Text meta
e good enough for churn prediction, save time

Actionable insight
 predict, intervene, and evaluate

With more data
* real-time prediction and evaluation (sliding window)

S




\ a:: Nuclear Energy Waste and "WasteRD"

Zelong (Eric) Zhang

e PhD in Computational Chemistry
e Award-Winning Film (U.S. Dept of Energy)
e User Experience and Decision-Making

Stony Brook Lsu

University

l

LOUISIANA STATE UNIVERSITY
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Extra Slides

before_week4 characters week1_likes

week1 tone
before_week4 _texts

week1_content
before_week4_tone

week1 _characters
before_week4 content

week1_texts




Text meta-data can predict user churn

Strong correlation
* text meta
* sentiment

Text meta features
* Good enough
* Easy to scale up

User in-app communication
» Strong indicator of user churn

e Customer life time 3 to 4 months

Monthly Characters

200 | —— Stayed User

Churned User

/\/\ Stay

—_
(9]
o

|
Churn

Average Count
g 3

0 \
12 10 -9 -8 -7 6 5 -4 3 2 1 0
Adjusted Timeframe (month)
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Send surveys to users at high risk of churn

What is the issue?

Actions

This app keeps crashing

Address the technical issue causing the frequent crash

| cannot export my data. This app doesn’t support that.

Evaluate the cost of adding the excise data export function

| am not happy with my coach, s/he is too pushy.

Offer the client with a different coach with the personality
the client likes.

The coach doesn’t answer my questions timely

Ask the coach to respond this client’s messages in a timely
manner, or add count-down timer.

General dissatisfaction

Offer the client in-app perks - a free month membership, a
free one-on-one coach session, priority access to certain
special features

39



Text meta (texts, likes, characters)

Before decision (churn or stay) Churn event
* 3 days 3 days 2N
. Week 1 Week 1 Most Recent
e Week 2 Week 2
* Week 3
* Week 4
» Before Week 4 (everything)

Before Week 4

Least Recent




Churn User Lifetime Stats
User subscription | wonth Userin TextData | wonth

Max 12.4 Max 12.4
Min 0 Min 0
Mean 2.8 Mean 3.4
Median 1.0 Median 2.0
Unbiased variance 10.9 Unbiased variance 15.2
Standard deviation 3.3 Standard deviation 3.9
ifetime_month ffetime_m

16

350
14

300 12

250 10

200

150

100

i I ]
ﬂ Hm_
0 2 4 6

i} 10 12

(=T E O - T - .

0 2 4 6

8 10 12
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Precision-Recall curves and ROC curves

Precision

RN
o

o
oo

Q
o

©
~

Precision-Recall Curves ROC Curves (receiver operating characteristic)
1.0 7
| £0.8
[ — = e
206
:'5
L 04
)
Meta+Sentiment (AP = 0.72) E 0.2 Meta+Sentiment (AUC = 0.86)
— Meta (AP =0.81) 00 —— Meta (AUC = 0.87)
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Recall False Positive Rate
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Precision-Recall curves and ROC curves

Precision-Recall Curves ROC Curves (receiver operating characteristic)
1.0 1.0 i
(O]
+ 0.8
0.8 E
c
S o6
(@] [%2]
@ 0.0 S04
o (4]
0.4 —— Meta+Sentiment (AP =0.72) =02 —— Meta+Sentiment (AUC = 0.86)
—— Meta (AP = 0.81) —— Meta (AUC = 0.87)
—— 0.0
00 02 04 06 08 1.0 00 02 04 06 08 1.0
Recall False Positive Rate
1.0 1.0
(]
< 0.8
0.8 °
c 1
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2 2 0.6
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£ . 8 04
— Meta+Sentiment (AP = 0.72) ° —— Meta+Sentiment (AUC = 0.86)
04 —— Meta (AP =0.81) =202 [ —— Meta (AUC = 0.87)
—— Meta (4 weeks ago) (AP =0.64) 0.0 —— Meta (4 weeks ago) (AUC = 0.76)
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Recall False Positive Rate
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Train and test datasets

60
+— 40 —
- -
-] -}
O )
o 20 - o
False True False True
Train test
Adaptive Synthetic (ADASYN)
60
ADASYN is marginally better than SMOTE for this dataset
(CV has slightly better recall). -— 40 -—
c c
“ADASYN focuses on generating samples next to the 8 8
original samples which are wrongly classified using a k- (&) 20 (&)
Nearest Neighbors classifier while the basic
implementation of SMOTE will not make any distinction
between easy and hard samples to be classified using the

nearest neighbors rule.”

False True False True
Train test



Validation metrics

Meta + Sentiment Meta + Sentiment

I 0.95 XY |0.75

w
S 0.50
= c c

5 4 11 10 3 0.27 0.73 -0.25

S o

stay churn stay churn
Predicted Predict

stay churn
Predicted

Meta

0.92 0.077 |0-75

0.50
0.33 EEIAN .-

stay churn
Predict

T et sentiment v | wew o

Accuracy 0.89 0.93 (0.035)
Precision 0.84 0.95 (0.040)
Recall 0.73 0.92 (0.074)

F1 0.79 0.93 (0.036)

Accuracy
Precision
Recall
F1

95% Confidence Interval of Accuracy (0.805, 0.973) vs (0.757, 0.947)

*Cross-validation: stratified, 5 K-folds

0.85
0.77
0.67
0.71

0.91 (0.049)
0.92 (0.047)
0.90 (0.097)
0.91 (0.054)
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95% Confidence Interval of accuracy, Kappa

95%CI :
(0.8050661831308764, 0.897271150846379012)

Alpha:0.05

Over%lﬁgégsq

0.972712

0.8888389

0.80 0.85 0.90 0.95

95%CI :
(0.757099643440483, 0.946604060263R207)

Alpha:0.05

0.946604

o\;er%u?,?ééoq 0.857857

075 080 0.85 0.90

0.95

953%CI :
(0.49338056152930465, 0.9290793315188234)

Alpha:0.05

0493381, 0.929079
appa 0.711230 '

0.5 0.9
95%CI
(0.3687168850422850954, 0.86l12E7o64641311a)
0,368719 0.861228
appa 0614973 '
0.4 0.6 0.8
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95% Confidence Interval of TPR, FPR

95%CI :
False : (0.8794910269654593, 1.017944870470438)
True : (0.5095408368517008, 0.9571258298149657)

Param :TPR, Alpha:0.05

0.509541, 0.957126
rue ™ 0.733333 |

%

@

&

F 0.879491 . 1.017945
alse

0.6 08 1.0
95%CI :

False : (0.8394452011845039, 1.0067086449693423)
True : (0.428103063E6421943, 0.9052302694911389)

Param :TPR, Alpha:0.05

0.428103 0.905230
uer 0.666667 |
a
©
QO
0.839445 . 1.006709
False
04 0.6 0.8 1.0

95%CI :
False : (0.04287417018503423, 0.4904591631482992)
True : (-0.0179448704704379%96, 0.12050897303454064)

Param :FPR, Alpha:0.05

-0.0.?,7945 0.120509
rue '0.05%282

)]
%]
LY
@)
F0|-0428?4, 0.490459
aise : 0,26b667 :
0.0 0.2 0.4
95%CT :
False : (0.09476973050886103, 0.57180968361578057)
True : (-0.006708644962342258, 0.16055479881540¢)
Param :FPR, Alpha:0.05
-0.0196709 0.160555
rue " 5.076923
7
LY
@)
. |0.094770, 0.571897
aise : 0.333333 :
0.0 0.2 0.4 0.6
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Feature importance

48
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Classification models for churn

DummyClassifier

-20
False BREIEA
True 8 V4 10
False True
RidgeClassifier
False 3 I'30
-20
True 6 9 10
False True

KNeighborsClassifier LogisticRegression

False 4 |30 False 3 |30

-20 -20

True 3 12 _qp True 6 9 10
False True False True

RandomForestClassifier XGBClassifier

False 2 i‘30 False 3 |‘30

-20 -20

True 4 11 -10 True 5 10 _qg
False True False True

Combined by Logistic Regression

Forest

Accuracy

Precision

Recall

True label

F1

0.89 0.924 0.042
0.846 0.951 0.040
0.733 0.917 0.074
0.786 0.923 0.044

CV: Stratified KFold, 5 splits

Stacking Classifier

-30

3

-20
5 10 10
0 1

Predicted label
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NLP BERT validation metrics

True label

Tone: positive / neutral
100

80

60

40

20

0 1
Predicted label

Tone:
accuracy 0.8509

True label

Factual: 0/0.5/1

60

0 1
Predicted label

Content:
accuracy 0.7764
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Sanity check of sentiment analysis

Predicted by the BERT model | fine-tuned!

¥

text Tone Content VADER_Score OTS _BERT label OTS _BERT score
1387 Way to go, Michael! positive 0.0 positive
| like to torture myself!!!! .. .
1388 ositive 0.0 -0.6526 negative 0.9992
elelolny ?
1389 yesl!ll ' positive 0.0 0.5538 0.9997
1399 O dearthatis swollen.ls| o 0.5 0.5859 0.9983
ice helping?
1391 Night run neutral 0.5 positive
Dabbling in swimming
1392 and biking. When my positive 0.5 negative

VADER: a lexicon and rule-based sentiment analysis tool that is specifically attuned to sentiments expressed in social media.

fitne...

OTS BERT: Off-the-shelf version of “distilbert-base-uncased-finetuned-sst-2-english"
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In-app user record

* Registered User: 56603
e User with text data: 773
e User with both registration and text data: 623

* User with subscription history: 2476
* User with both subscription history and text data: 159

e User with survey record: 490
e User with both subscription and survey: 124
e User with subscription, survey, and text: 34



3days_texts
weekl_texts
week2_texts

weekd_texts
weskd_texts

before waekd_texts
3days_characters
weak1_characters
weak2_characters
week3_characters
weekd_characters
before_weekd_characters

before_weakd_tone |
3days_contant
week1_content
week2_content
week3_content

week_likes
week2,_likes
weekad_likes
weekd_likes
befare_weekd_likes
3days_texts_max
week1 lexts_max
‘week?_texts_max
‘weekd_texts_max
weekd_texts_max |
before_weekd_texts_max
3days_characters_max
week1_characters_max
week2_characters_max
weeK3_characters_max
weekd_characters_max ||
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Feature correlation for churned user data

3days texts
weeki_texts [l
week2_texts
week3_texts n
weekd_texts
before_weekd_texts
3days_characters
week1_characters
week2_characlers
week3_characters
weekd_characlers
bafore_weekd_characters
3days_tone
week1_tone
week2_tone
week3_tone
weekd_tone
before_weekd_tone
Sdays,_contant
week1_content
week2_content
week3_cantent
weekd_contant
before_weekd_content
3days_likes [N [ | | [ ]
week_likes
week?_likes
weekd_likes
weekd_likes
before_weekd_likes
3days_texts_max
week_texts_max
‘week? texts_max
weekd_texts_max
wieekd_texts_max
before_weekd_texts_max
Adays_characters_max
week1_characters_max
week?_characters_max
week3_characters_max
weekd_characters_max
before_weekd_characters_max
3days_tone_max
wesk1_tone_max
week2_tane_max
week3_tone_max
weekd_tone_max
before_week4_tone_max
3days_content_max
week1_content_max
week2_content_max
week3_content_max
weekd_content_max
before_weekd_content_max
adays_likes_max [ [ ||
weekl_likes_max [N | |
week2_likes_max n [ ]
week3_likes_max [ ]

0.75

-0.00

-—0.25

-0.75

before_weekd_likes_max
chum

S (;,;.,«" ;& Setteina @& g“o&a’ WS W@*@w@w@& «w %w«t@«wm@%@*@@&#

g S ss
% Gy S R s ﬁ‘aﬂ o
&
o

&



Feature correlation for bounced user data
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